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Abstract 
 

In this paper, the overview of the design & development of hybrid algorithms for glaucoma detection in humans is 

presented using the concepts of the hybrid combination of LBP & LMBP algorithms. Matlab tool is being used to 

develop the algorithms and observe the simulation results of the 2 stages after the hybrid combination of the local 

binary pattern & the local multi-level binary pattern concepts. The simulation results shows the effectiveness of the 

method proposed. 
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Introduction 
 

The overall proposed block diagram corresponding to the software implementation of the glaucoma detection 

proceeds is presented in shown in figure no. 1. Also, a brief exhaustive review of each and every block is being 

presented with its functionality & it has to be noted that the entire detection process is divided into 3 stages, viz., 

stage-I, stage-II & stage-III to arrive at the end product after stage-III, i.e., glaucoma detection. Here, in this paper, 

we have presented only the stage-I simulation results. 
 

Block-1 : The i/p to the algorithm proposed is the fundus pictures obtained from the database in which we have 

taken 60 image collection from various sources (we have created our own database).  

Block-2 : From the fundus database, the inputted fundus image form the block – 1 is selected to determine whether it 

is affected with glaucoma or not affected. 

Block-3 : Pre-processing of the fundus image is carried out next, where all the noises are removed and a noise free 

image is obtained. 

Block-4 :  Segmentation of the pre-processed image is carried out here in order to find the region of interest, i.e., the 

cup and the disc. 

Block-5 :  The Region of Interest, i.e., RoI which is the area of optical cup and area of optical disc will have to be 

extracted & are nothing but the RoI features, which is done using the hybrid concepts of LBP & LMBP 

algorithm, the output of which gives the entire features of  the ROI. 

Block-6 : At long last, the outcomes are processed utilizing the cup to the disc areas (which is the output of block - 

5), using the hybrid combination of 3-level discrete wavelet transform and the principal component 

analysis. 

Block-7 : The output of the block-6 is given as input to block 7, where the process is further refined using the 

concepts of gray level co-occurrence matrix in order to obtain the statistical texture features 

Block-8 Here, the ratio of the cup to disc is calculated using the formula,  
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Block-9 : The output of block-8 is given as input to the k-NN classifier, where the inputted & processed image is 

classified into healthy ones (normal) or unhealthy ones (moderate /severe) ones depending upon the cup to 

disc ratio, if the ratio is < 0.4, it is classified as normal case, if it falls in between 0.4 & 0.6, it is classified 

as moderate & if it is > 0.6, it is treated as a severe case. 

Block-10  Here, all the inputted images from the block-1statistics are obtained where we can find how  many are 

affected & how many are not affected. 

 

 
Fig. 1 : Proposed block-diagram of the hybrid representation of glaucoma detection using LBP, LMBP, DWT, PCA, 

GLCM & k-NN. 

2. Database Collection 

In order to build the algo., the 1st fundamental step is to acquire the databases of the images from a standard 

available datasets (may be from on-line or from hospitals). Thus, 60 fundus pictures (obtained from the fundus 

camera & stored in the database) were accumulated from different on-line datasets out of which, few pics were 

from the (HRF) - High Resolution Fundus image DB (www.optic-disc.org) also, remaining images were 

obtained from on-line database called as ‘DROINS’ and the left over from the IIT-Drishti website and a folder 

was made called as ‘fundus DB’, which was used as the input images to all the hybrid algorithm that was 

developed in this thesis. Few high resolution pictures were taken from the on-line database DRIONS, which 

consisted of a large number of fundus pictures obtained from the fundus camera. Few images were taken from 

hospitals. 

Summary in process of glaucoma detection using IP 

Generally, the complete glaucoma detection process in our proposed bio-medical system could be summarized as 

consisting of different blocks with each block having its own functionality & all the blocks are used in our research 

work [17]. 
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3. Local Binary Pattern 

Local Binary Pattern (LBP) is a simple yet very efficient texture operator which labels the pixels of an image by 

thresholding the neighborhood of each pixel and considers the result as a binary number. Using the LBP combined 

with histograms we can represent the face images with a simple data vector. Local binary patterns (LBP) is a type of 

visual descriptor used for classification in computer vision. LBP is the particular case of the Texture Spectrum 

model & it has been found to be a powerful feature for texture classification, it has further been determined that when 

LBP is combined with the Histogram of oriented gradients (HOG) descriptor, it improves the detection performance 

considerably on some datasets. Firstly, we select the input test image from the database of 60 images and then 

perform pre-processing, segmentation and feature extraction process. This is what is discussed in the next sections. 

 

4. Image pre-processing 

The main aim of image pre-processing is to improve an image without any distortions and to increase appearance 

of an image. In colour retinal images, Optic disc appears to be the brightest part having pink or light orange colour 

and is considered to be Region of Interest (ROI). ROI is the region around the optic disc that must first be 

delineated, as the optic disc generally occupies less than 5% of the pixels in a typical retinal fundus image. While the 

disc and cup extraction can be performed on the entire image, localizing the ROI would help to reduce the 

computational cost as well as to improve the segmentation accuracy. 

This preprocessing of the images is a method of processing the input image by removing the un-desirable 

distortions from it or improving few features of the inputted image so that it can be used for further processing, in 

the sense the image is refined. In the work considered, the fundus colour picture was obtained from the database of 

the fundus images. The ROI (optic cup and the optic disc), which is normally light pink or light orange in colour has 

to be removed so that their areas can be computed. 

 When the OC & OD extraction could be extracted from the fundus image, confining to the R O I (cup & disc) 

which can reduce the cost of computation (speed up the compiling process), consequently, increasing the accuracy 

of the process of segmentation to obtain the final outcome or the result. From the input image which is obtained 

from the image database, the region of the interest which is cup and disc will be cropped down and is resized 

to the standard size of (256 × 256). 

5. Segmentation of optic cup and disc 
 

Segmentation is defined as the process of isolating the foreground of the ROI from the background portion of the im-

age. The region of interest is the optic cup and the disc, which has to be extracted. This process of separating out the 

ROI from the image taken as the input from the fundus database can be divided into multiple segments. The main aim 

of segmentation is to simplify and/or change the representation of an image into more meaningful and easier to ana-

lyse. Segmentation partitions an image into distinct regions containing each pixels with similar attributes. To be mean-

ingful and useful for image analysis and interpretation, the regions should strongly relate to depicted objects or features 

of interest. Meaningful segmentation  is  the  first  step  from  low-level  image processing transforming a grey-

scale or colour image into one or more other images to high-level image description in terms of features, objects, and 

scenes. 

 The success of image analysis depends on reliability of segmentation, but an accurate partitioning of an image 

is generally a very challenging problem. Segmentation techniques are either contextual or non-contextual. The 

latter takes no account of spatial relationships between features in an image and group pixels together on the basis of 

some global attribute, e.g., grey level or colour. Contextual techniques additionally exploit these relationships,  

e.g., group together pixels with similar grey levels and close spatial locations. 

6. Feature extraction 
 

Feature represents a pattern or distinct structure of an image, i.e., extracting the important features of the ROI from the 

image is what is called as feature extraction, which is one of the important aspects of digital image processing. This 

helps us to find area, texture, resolution, edges, corners, centroid, moments, principal angle, orientation, etc… of the 

ROI in the image. This feature differs from its surroundings by texture, colour or intensity blobs, corners and edge 
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pixels are the features of an image. These features are used for reconstruction of the images and for detection and 

classification of the images. neighbourhood highlights and their descriptors are the building squares of numerous vision 

calculations. Their applications incorporate picture enrolment, protest location and characterization with movement 

estimation. These calculations utilize nearby highlights to better deal with scale changes, revolution, and impedi-

ment, here we mainly consider the texture analysis of the image Image texture gives us the idea of how the colours are 

distributed. Image textures can be artificially created or found in natural scene When the pre-processing and the desired 

level of segmentation has been achieved, some feature extraction technique is applied to the segments to obtain fea-

tures, which is followed by application of classification and post processing techniques. 

It is essential to focus on the feature extraction phase as it has an observable impact on the efficiency of the 

recognition system. Feature selection of a feature extraction method is the single most important factor in achieving 

high  recognition  performance. Feature extraction has been given as ‘extracting from the raw data information 

that is most suitable for classification purposes, while minimizing the within class pattern variability and enhancing 

the between class pattern variability’. Thus, selection of a suitable feature extraction technique according to the input 

to be applied needs to be done with utmost care w.r.t. captured image which is taken from the database & given as 

input to our hybrid algorithm. 

  Now, we apply LBP, LMBP for the test images which is given as input to our algorithm. LBP stands for 

Local Binary Pattern is a simple yet very efficient  texture  operator.  It  mainly  considers  the neighbouring 

pixels and it compares each pixel with its neighbouring pixels of an image, it thresholds the neighbourhood of each 

pixel and considers the result as a binary number. 

The local binary pattern (LBP) operator is a very powerful and gray-scale invariant method of analyzing 

textures. The LBP operator usually combines characteristics of statistical and structural texture analysis. It 

describes the texture with micro primitives, often called textons, and their statistical placement rules. 

Ojala et.al. (1996) introduced the LBP texture feature to complement and improve the performance of the 

local image contrast measure. For each pixel in an image, a binary code is produced by thresholding its 

neighbourhood (8 pixels) with the value of the center pixel. A histogram is then constructed to collect up the 

occurrences of different binary patterns representing different types of curved edges, spots, flat areas etc. tons, 

and their statistical placement rules. The original 8-bit version of the LBP operator considers only the eight 

nearest neighbours of each pixel and it is rotation variant, but invariant to monotonic changes in gray-scale. 

The dimensionality of the LBP feature distribution can be calculated according to the number of neighbours 

used. The basic 8-bit LBP can represent 28 different local patterns, so the dimensionality of the feature vector is 

256. Later, the definition of the LBP was extended to arbitrary circular neighbourhoods of the pixel to achieve 

multi-scale analysis and rotation invariance (Ojala et.al. 2002). The neighbourhood of the center pixel is 

considered to be circular, and P neighbour samples are selected from the circular perimeter of radius R. 

Neighbour samples were interpolated on the circle with equal space. In the multi resolution model of the LBP, 

separate operators at different scales are constructed and the final feature vector is obtained by concatenating 

individual feature vectors one after another. 

Maenpaa et.al. introduced the concept of ‘uniform’ patterns, where the maximum number of bit-wise changes 

from one to zero or vice versa in the circular neighbourhood is limited. Usually the maximum number of bit 

changes was allowed to be two. With this approach, the number of different binary codes is reduced dramatically, 

but the discrimination performance remained good. Existing LBP quantifies the occurrence statistics of individual 

rotation invariant patterns corresponding to certain micro-features such as spots, flat areas and edges. 

It has become very popular because of its discriminative power and simplicity.it is used in many applications. 

It is possible to use this in real time challenges because of its computational simplicity. It can also be seen as the 

only approach for the texture analysis of the structural as well as the statistical models. They describe the 

neighbourhood of a pixel by making use of its binary derivatives.by using binary derivatives a short code can be 

formed which describe the neighbourhood of a pixel. LBP has variety of applications, it can be used in face 

recognition, pattern recognition and texture analysis. The local binary pattern operator generates a bit code that is 

used to describe the surroundings of a pixel. 

The operator works on the grey scale images’ LBP mainly takes (3 × 3) surrounding neighbours and gives a 

value 1 when the neighbour has larger value as compared to the centre pixel. And similarly, the operator 
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generates a binary 0 if the neighbour has the value less than that of the centre pixel. The neighbours of the centre 

pixel are represented with an 8-bit number such as an unsigned 8- bit integer that makes it a very compact 

description. The figure no. 2 shows an example of an LBP operator how it could be used in our research work. 

 

 

 

 

 

 

                                        

       
       Fig. 2: LBP operator                                                    Fig. 3: Simplified flow chart of LBP 

It has since been found to be a powerful feature for texture classification; it has further been determined that when 

LBP is combined with the Histogram of oriented gradients (HOG) descriptor, it improves the detection performance 

considerably on some datasets. A comparison of several improvements of the original LBP in the field of 

background subtraction 

Algorithm Steps : The LBP feature vector, in its simplest form, is created in the following manner: 

• Divide the examined window into cells (e.g., 16 x 16 pixels for each cell). 

• For each pixel in a cell, compare the pixel to each of its 8 neighbours (on its left-top, left-middle, left- bottom, 

right-top, etc.). Follow the pixels along a circle, i.e. clockwise or counter-clockwise. 

• Where the center pixel’s value is greater than the neighbour’s value, write ‘0’, otherwise, write it as ‘1’. This 

gives an 8-digit binary number (which is usually converted to decimal for convenience). 

• Compute the histogram, over the cell, of the frequency of each ‘number’ occurring (i.e., each combination of 

which pixels are smaller and which are greater than the center). This histogram can be seen as a 256- dimensional 

feature vector. 

• Optionally normalize the histogram. 

• Concatenate (normalized) histograms of all cells. 

• This gives a feature vector for the entire window. 

LBP is mainly used for the texture analysis of the histogram of an image. Usually when calculating a LBP 

code for an image, the edges are ignored as they do not have enough information and this would lead to 

produce false information. Firstly, The LBP component was calculated like the one shown in figure 1. Then, 

later the contrast component C was calculated by using the average of the pixels whose value is above the threshold 

value minus the average of the pixels whose value is under the threshold. In the case, the result would be 

(7+8+5)/3  (3+2+2+3+1)/5 ≈ 4.47. The feature vector can now be processed using the Support vector machine, 

extreme learning machines, or some other machine-learning algorithm to classify images. Such classifiers can be 

used for face recognition or texture analysis. 

A useful extension to the original operator is the so- called uniform pattern, which can be used to reduce the 
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length of the feature vector and implement a simple rotation invariant descriptor. This idea is motivated by the fact 

that some binary patterns occur more commonly in texture images than others. A local binary pattern is called 

uniform if the binary pattern contains at most two 0-1 or 1-0 transitions. 

For example, 00010000 (2 transitions) is a uniform pattern, 01010100 (6 transitions) is not. In the computation of 

the LBP histogram, the histogram has a separate bin for every uniform pattern, and all non-uniform patterns are 

assigned to a single bin. Using uniform patterns, the length of the feature vector for a single cell reduces from 256 

to 59. The 58 uniform binary patterns correspond to the integers 0, 1, 2, 3, 4, 6, 7, 8, 12, 14, 15, 16, 24, 28, 30, 31,32, 

48, 56, 60, 62, 63, 64, 96, 112, 120, 124, 126, 127, 128, 129, 131, 135, 143, 159, 191, 192, 193, 195, 199, 207, 223, 224, 225, 

227, 231, 239, 240, 241, 243, 247, 248, 249, 251, 252, 253, 254 and 255. 

T. Ojala et.al. presented an equation to define the local neighbourhood of a pixel as given below for an 

arbitrary circular derivation for a LBP operator with any radius and centre threshold along with the neighbors. 

T = t (gc, go, gp 1) 
 

where gc is the grey-value of the center pixel (g0 – gP–1) represents the P number of neighbours with grey-value. 
 

7.  Flow-Chart for Stage-I 
 

In our research work, the region of our interest is the cup to disc ratio so to extract the cup and the disc ratio we use 

LBP using the texture analysis, firstly we select the input image and then we apply LBP to extract the cup and the 

disc. In our research work, we have used hybridization method so as to extract all the features efficiently and obtain 

accurate results. The flow-chart for achieving this is shown in the Fig. 3 & 4 respectively. 

1. We take the image from the database. 

2. Select the test image. 

3. The region of interest is the cup and the disc, so we extract the cup and disc.  

4.    Finally apply the LBP algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 : Data flow diagram for getting the features using the LBP concept 
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8.  Local Multi-Level Binary Pattern 

In this section, the output of the stage-I from the previous section is given as input here so that the output of 

stage-I is a refined one with good efficiency and accuracy. “LMBP” stands for local multilevel binary pattern. 

Texture is the core element in numerous computer vision applications. The objective of this research work is to 

present a novel methodology for learning and recognizing textures. A local binary pattern (LBP) operator offers an 

efficient way of analysing textures. A multi-level local binary pattern operator which is an extension of LBP is 

proposed for extracting texture feature from the images. The operator finds the association of LBP operators at 

multiple levels. This association helps to identify macro features. 

A local binary pattern (LBP) operator offers an efficient way of analysing textures. A multi-level local 

binary pattern operator which is an extension of LBP is proposed for extracting texture feature from the images. 

The classifier is trained with images of known texture class to build a model for that class. Depending on the 

size of the operator, octets are framed and LBP responses of the octets are noted. Their occurrence histograms 

are combined to frame the texture descriptor. The proposed operator is gray-scale invariant (GSI). The operator 

is computationally simple since it can be realized with few operations in the local neighbourhood. A non-

parametric statistic named G-Statistic is used in the classification phase. The classifier is trained with images of 

known texture class to build a model for that class. Experimental results  prove  that  the  approach  provides  

good discrimination between the textures. 

Texture can be used as a measure for interpreting the images. Texture can be regarded as the visual 

appearance of a surface or material and the visual appearance of the view is captured with digital imaging and 

stored as image pixels. For a well-defined texture, intensity variations normally exhibit both regularity and 

randomness, and therefore texture analysis requires careful design of statistical measures. The degrees of 

randomness and of regularity will be the key measure when characterizing a texture. A surface is taken to be 

textured if there are large numbers of texture elements (or ‘texels’) present in it. The components of a texture, 

the texels, are uniform micro- objects that are placed in an appropriate way to form any particular texture. 

Image resolution is also very important in texture perception since low resolution images normally contain very 

homogenous textures. Textures provide discriminatory information and assists in pattern recognition and 

segmentation tasks. 

Texture plays an important role in natural vision, and it has been widely applied to several surface 

characterization problems. Haralick et.al. applied texture analysis methods to remotely sensed images for doing 

terrain analysis. They attempted to classify regions of images to predefined classes to form a description of the 

sensed scene. Oliver used texture analysis and classified regions of SAR images to forest and non-forest classes. 

Texture has also been utilized for characterizing the surface of more concrete objects. Most of the real-world 

applications utilize texture analysis. In biomedical engineering and medical image analysis texture has been used 

for different purposes. Characterization of textured materials is usually very difficult and the goal of 

characterization depends on the application. The ultimate goal of texture characterization systems is to classify 

textures into different categories or to recognize different textures. 

Typically, methods for texture analysis are divided into two main categories with different computational 

approaches: the stochastic and the structural methods. Structural textures are often man-made and have very 

regular appearance, for example, of line or square primitive patterns that are systematically located on the surface 

(e.g., brick walls). In structural texture analysis the properties and the appearance of the textures are described 

with different rules to specify the kind of primitive elements present in the surface and their location details. 

Stochastic textures are usually natural and consist of randomly distributed texture elements, which again can be, 

for example, lines or curves but placed at random (e.g., tree bark). 

The analysis of these kinds of textures is based on statistical properties of image pixels and regions. There 

exists other categorization of textures, for example, artificial vs. natural, or micro textures vs. macro textures. 

Irrespective of the categorization, texture analysis methods try to describe the properties of the textures in a 

proper way. It depends on the applications what kind of properties should be sought from the textures under 

inspection and how to do that. This is rarely an easy task. Applications have different requirements for 

recognition: usually accuracy is the most important property, but sometimes also speed, usability and 

configurability should be prioritized. 
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There is no universal recognition method for different texture characterization tasks. In most general image 

analysis tasks, texture recognition methods must detect different textures in the images, but also consider images 

on a higher level. To exploit texture in applications, the measures should be accurate in detecting different 

texture structures, but still be invariant or robust with varying conditions that affect the texture appearance. 

Computational complexity should not be too high to preserve realistic use of the methods. Different applications 

set various requirements on the texture analysis methods, and usually selection of measures is done with respect 

to the specific application. 

One of the major problems when developing texture measures is to include invariant properties in the 

features. In a real-world environment, it is very common that illumination changes over time, and causes 

variations in the texture appearance. Texture primitives may also rotate and locate in many different ways, which 

also causes problems. On the other hand, if the features are too invariant, they might not be discriminative 

enough. Texture plays an important role in numerous computer applications. A local binary pattern (LBP) 

operator is one of the efficient ways of analysing textures.  

A multi-level local binary pattern operator is an extension of LBP is proposed for extracting texture feature 

from the images. In case of LMBP we take multiple levels into consideration so that we get accurate results and 

this in turn helps in identifying macro features. Octets are formed and their histograms are combined to frame the 

texture descriptor. LMBP operator is grey scale invariant. The operator is very simple since it depends on few 

operations within the neighborhood. Experimental results prove that the approach provides good discrimination 

between the textures the extension of the LBP, Here the range values the maximum, and the minimum values are 

taken in to consideration. 

                                                 Improve the features further 

                             

   
 

Fig. 5 : Block-diagrammatic approach for the flow chart of LMBP 

The proposed system has the following steps that is firstly we take input image, then, we do pre-processing, 

segmentation and then the feature extraction. In the pre- processing stage we convert image to the grey scale and 

then the image is divided into many segments by using level segmentation, then the feature extraction is done by 

using the hybrid combination of LBP algorithm and LMBP algorithm. The figure 5 below shows the extracted 

cup and disc after applying the LMBP algorithm. The output from the LBP is given to the LMBP for more 

accurate results since ours is a hybrid method we take in the results from the previous method is given has an 

input to the next algorithm, i.e., to the LMBP to arrive at more sophisticated results. 

9. Computation of CDR 

Since the OD is generally elliptical in nature, the regions of the optic disc should be made circular so that 

the vertical & horizontal diameter when calculated could be used to compute the area. In this way, the biggest 

associated region, which is the circular optic disc’s area can be computed using the minimization measure formula 

from the radii Ri as given by the eqn. as once the features (area, diameter) of the OD & the OC are obtained, the 

cup to disc ratio of the ROI considered in that particular fundus image is calculated using the relation given by the 

equation as ,  

Finally, the output of the stage-I is given as input to the next stage-II which is discussed in the next research 

paper as per the Fig. 1 of the proposed overall block- diagram for glaucoma detection. 

10. Simulation results 

A program (.m code) along with subroutines & function calls is developed using the Matlab tool & the 

developed main program is run for different fundus images as the input & the results are observed for various 

cases of glaucoma, viz., normal case (case-1), moderate case (case-2) & severe case (case-3) for one particular set 

of images, say, image_1, image_2, image_3 …. Set 1. The exercise is repeated for another set of 2 groups set 2 

& set 3, i.e., 6 images. To start with fundus images, viz., image_1.jpeg, image_2.jpeg & image_3.jpeg from the 

set 1 are given as inputs to the created hybrid algorithm one after other & the simulations results are observed to 

get the LBP & the LMBP outputs. Essentially, the investigation is completed for the remaining 51 pictures (27 
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sets) which are available in the considered database In this paper, only one set of results is presented, say set-1 

consisting of 3 images & the remaining are now shown here for the sake of convenience. 

 

   

 
Fig. 6 : Matlab file showing the hybrid algorithm 
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The following processes are to be carried out for one set of image from the database Set – 1 : image_1 

Case 1 : Simulation results showing normal glaucoma 

• Select the test sample (give input from the database) 

• Histogram output : we get the intensity of the colours of the image 

• We extract the disc image as we have to find the CDR ratio taking it as the ROI 

• We extract the cup : in order to find the cup to disc ratio. 

• The boundary of the disc 

• All the parameters in single image 

• LBP image : The grey scale image is shown in the figure below 

• The LMBP image: the figure shows local multilevel binary pattern extracted image 
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11. Conclusions 

In this section, we present the concise result (outcome or the end-result), i.e., the simulation results 

w.r.t. the software implementation of the glaucoma detection work done. Research was carried out on the 

development of bio medical image processing algorithms w.r.t. the diagnosis & detection of the 

glaucomatic disease in human beings. To start with, an extensive background research was carried out 

on the chosen research topic. A number of reference text books, conference & journal research papers 

which covered the basic & fundamental concepts relating to the theoretical aspects, practical aspects, 

hospital aspects and w.r.t. the implementation point of view were collected and a brief study was carried 

out. 

Codes were developed in Matlab for all the stage-I of the proposed block diagram shown in the Fig. 1 of 

our contributory work, the program was run & the results were observed for various cases healthy-

normal (non- glaucomatic), unhealthy-moderate, severe (glaucomatic) cases. Only 3 case studies (normal, 

moderate & severe) were carried out of 60 images from the database for a particular set of images. Like 

this, another 2 sets of case studies was conducted. It has to be noted in this context that CDR concept was 

used for the glaucoma detection, actually the simulation results till the LBP & LMBP is shown here for 

the sake of convenience as this is the highlight of the paper. The Figs. 6-30 shows the effectiveness of 

the method proposed by us. 

  

REFERENCES  

[1].  Andres Diaz and Sandra Morales, Valery Naranjo, Pablo Alcocer, Aitor Lanzagorta, “Glaucoma Diagnosis by Means of Optic 
Cup Feature Analysis in Color Fundus Images”, 24th IEEE European Signal Processing Conference (EUSIPCO), Budapest, 

Hungary, pp. 2055 – 2059, 29 Aug-2 Sep. 2016. 

[2].  David F. Garway-Heath, Haogang Zhu, Qian Cheng, Katy Morgan, Chris Frost, David P. Crabb, Tuan-Anh Ho and Yannis 

Agiomyrgiannakis, “Combining optical coherence tomography with visual field data to rapidly detect disease progression in 

glaucoma: a diagnostic accuracy study”, National Inst. for Health Res., Health Technology Assessment- Book, Southampton, 

UK, Vol. 22, Issue 4, ISSN: 2046-4924 

(Online), ISSN: 1366-5278 (Print), Jan. 2018. 

[3].  T. Walter, J.C. Klein, P. Massin, A. Erginay, “A contribution of image processing to the diagnosis of diabetic retinopathy- 

detection of exudates in color fundus images of the human retina,” IEEE Trans. Med. Imag., Vol. 21, No. 10, pp. 1236–1243, 

Oct. 2002. 

[4].  C. Eswaran, Ahmed Wasif Reza, Subhas Hati, “Extraction of the contours of optic disc and exudates based on marker- 

controlled watershed segmentation,” IEEE Int. Conf. on Comp. Sci. & Info. Tech., Singapore, pp. 719 – 723, 29 Aug-2 Sep. 2008. 
[5].   J. Lowell, A. Hunter, D. Steel, A. Basu, R. Ryder, E. Fletcher, 

L. Kennedy, “Optic nerve head segmentation”, IEEE Trans. on Medical Imaging, Vol. 23, Issue 2, pp. 56 – 264, Feb. 2004. 



      

 

  

 
 

671 

Vol. 21, No. 1, (2024) 

ISSN: 1005-0930 

[6].  Nataraj A. Vijapur, R. Srinivasa Rao Kunte, “Glaucoma Detection by Using Pearson-R Correlation Filter”, IEEE Int. Conf. on 
Communications & Signal Processing (ICCSP-15), Melmaruvathur, TN, India, pp. 1194 – 1198, 2-4 April 2015. 

[7].  Yuji Hatanaka, Yuuki Nagahata, Chisako Muramatsu, Susumu Okumura, Kazunori Ogohara, Akira Sawada, Kyoko Ishida, 

Tetsuya Yamamoto, Hiroshi Fujita, “Improved Automated Optic Cup Segmentation based on Detection of Blood Vessel 

Bends in Retinal Fundus Images”, 36th Annual Int. Conf. of the IEEE Engg. in Medicine & Biology Society, Chicago, IL, 

USA, pp. 126 – 129, 26-30 Aug. 2014. 

[8].  Gopal Datt, Jayanthi Sivaswamy, S.R. Krishnadas, “Optic Disc and Cup segmentation from Monocular Color Retinal 
Images for Glaucoma Assessment”, IEEE Trans. on Medical Imaging, Vol. 30, Issue 6, pp. 1192 – 1205, 2011. 

[9].  Mandelbrot Benoit B., “The fractal geometry of nature”, W.H. Freeman and Company, USA, pages 490, 1982. 

[10].  Lopes R., Betrouni N., “Fractal and multi fractal analysis : A Review”, Jr. of Medical Image Analysis, Vol. 13, Issue 4, pp. 634– 
649, Aug. 2009. 

[11]. T. Walter and J.C. Klein, “Segmentation of color fundus images of the human retina : Detection of the optic disc and the 

vascular tree using morphological techniques”, Crespo J., Maojo V., Martin F. (Eds) Medical Data Analysis, Lecture Notes in 

Computer Science, Vol. 2199, Springer, Berlin, Heidelberg, 

pp. 282–287, ISMDA 2001. 

[12].  G.S. Annie Grace Vimala S. Kaja Mohideen, “Automatic Detection of Optic Disk and Exudate from Retinal Images Using 
Clustering Algorithm”, IEEE 7th Int. Conf. on Intelli. Syst. & Control (ISCO), Coimbatore Tamil Nadu, India, pp. 280-284, 4-5 

Jan. 2013. 

[13].  Nisha Sharma, Dr. Paras Kothari, “Study on Segmentation of Retinal Blood Vessels Using Wavelet Filter Methodology”, Int. 

Jour. of Innovative Res. in Comp. & Communication Engg., ISSN (Online): 2320-9801 ISSN (Print): 2320-9798, Vol. 5, Issue 

1, pp.1059-1065, Jan. 2017. 

[14].  Chaudhuri B., Sarkar N., “Texture segmentation using fractal dimension”, IEEE Trans. on Pattern Analysis & Machine 
Intelligence, Vol. 7, Issue 1, pp. 72–77, 1995. 

  [15].  Mahendran Gandhi, Dr. R. Dhanasekaran, “Diagnosis of Diabetic Retinopathy Using Morphological 

Process and SVM. 

Classifier”, IEEE Int. Conf. on Communication & Signal Proc., Melmaruvathur, TN, India, pp. 873-877, 3-5 April 2013. 

[16].  Akram Belghith, Christopher Bowd, Felipe A. Medeiros, Madhusudhanan Balasubramanian, Robert N. Weinreb, Linda M. 

Zangwill, “Glaucoma progression detection using nonlocal Markov random field prior”, US National Library of Medicine 

National Institutes of Health Journal of Medical Imaging, Vol. 1, Issue 3, pp. 1-10, Oct–Dec. 2014. 

[17]. Asha Merin Jose, Arun A. Balakrishnan “A novel method for glaucoma detection using optic disc and cup segmentation in digital 
retinal fundus images”, Int. Conf. on Circuit, Power & Computing Technol., ICCPCT-15, Nagercoil, Tamil Nadu, India, pp. 1-5, 

19-20 Mar. 2015. 

[18].  Y.C. Tham, X. Li, T.Y. Wong, H.A. Quigley, T. Aung, C.Y. Cheng, “Global prevalence of glaucoma and projections of 

glaucoma burden through 2040 : A systematic review and meta-analysis”, Jour. of Ophthalmology, Vol. 121 No. 11, pp. 

2081-2090, 2014. 

[19]. Ayushi Agarwal, Shradha Gulia, Somal Chaudhary, Malay Kishore Dutta, Radim Burget, Kamil Riha “Automatic glaucoma 

detection using adaptive threshold based technique in fundus image”, 38th Int. Conf. on Telecommunications & Signal Proc. 

(TSP), Prague, pp. 416 – 420, 9-11 July 2015. 

[20]. John H. Pula, Jorge C. Kattah, Hauping Wang, John Marshall, Eric R. Eggenberger, “Ability of a neuro ophthalmologist 

to estimate retinal nerve fiber layer thickness”, Jr. of Clinical Ophthalmology, Vol. 6, No. 1, pp. 1477–1481, 2012. 

[21].  Yannis A. Tolias and Stavros M. Panas, “A Fuzzy Vessel Tracking Algorithm for Retinal Images Based on Fuzzy 

Clustering”, IEEE Trans. on Med. Imaging, Vol. 17, No. 2, pp. 263-273, Apr. 1998. 

[22].  Tehmina Khalil, Samina Khalid Adeel M. Syed, “Review of Machine Learning Techniques for Glaucoma Detection and 

Prediction”, Int. Science and Information Conference, London, UK, pp. 1-6, Aug. 27-29, 2014. 

[23].  Ketki S. Argade, Kshitija A. Deshmukh, Madhura M. Narkhede, Nayan N. Sonawane, Sandeep Jore, “Automatic 

Detection of Diabetic Retinopathy using Image Processing and Data Mining Techniques”, Int. Conf. on Green Compg. & 

Internet of Things (ICGCIoT) pp. 517-521, Oct 2015. 

[24].  Shifeng Hu, Zuhua Fang, Jie Tang, Hongbing Xu, Ying Sun, “Research of Driver Eye Features Detection Algorithm Based  

on OpenCV”, Second WRI Global Congress Intelligent Systems (GCIS), Wuhan, China, Vol. 3, pp. 348 – 351, 16-17 

Dec. 2010. 

[25].  S. Abirami, S.J Grace Shoba, “Glaucoma Images Classification Using Fuzzy Min-Max Neural Network Based on Data-Core”, 

International Journal of Science and Modern Engineering (IJISME) ISSN: 2319-6386, Vol. 1 Issue-7, pp. 9-15, Jun. 2013. 

[26]. Ojala T., Pietikäinen M., Mäenpää T., “Gray scale and rotation invariant texture classification with local binary patterns”, 

Comp. vision-ECCV 2000, Springer, Berlin, pp. 404–420, 2000. 

[27].  R. Haralick, K. Shanmugam, I. Dinstein, “Textural Features for Image Classification”, IEEE Trans. on Systems Man and 

Cybernetics SMC-3, No. 6, pp. 610-621, 1973. 

[28].  Nirmala K., Venkateswaran N., “Local Binary Pattern Features Based Detection of Glaucoma Using Support Vector 

Machine Classifier”, Jour. of Medical Imaging & Health Informatics, Vol. 6, No. 6, pp. 1370-1378, Oct. 2016. 

[29].  R. Suguna & and P. Anandhakumar, “Multi-level Local Binary Pattern Analysis for Texture Characterization”, D.C. Wyld et.al. (Eds.): 

Advances in Computing and Information Technology, ACITY 2011. Communications in Computer and Information Science, Vol. 

198, ACITY 2011, CCIS 198, © Springer-Verlag Berlin Heidelberg 2011, pp. 375–386, 2011. 

  [30].  Dr. D. Lamani, et.al., “Automated Detection of Neovascular Glaucoma through Fractal Dimension Method”, International Journal of 

Computer Science and Information Technologies, ISSN 0975-9646, Vol. 5, Issue 4, pp. 5252-5257, 2014 


